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Abstract
Chatbots — computer programs designed to interactively engage with users, replicating humanlike conversational capabilities during service encounters — have been increasingly deployed across a wide range of Internet-based public services. While chatbots provide several advantages (e.g., improved user experience with reduced waiting times to service access), the surge of chatbot use in public service delivery has frequently been plagued with controversy, poor publicity, and legal challenges. One important reason for this is that users of the services, and the wider public, do not always feel that chatbot-mediated services demonstrate the appropriate public service values. We investigate the public service value dimensions required in chatbots designed for use in the public sector. Specifically, we (a) review chatbots and their use in the delivery of public services; and, (b) develop a framework of how public service values can be exemplified by chatbots. Our study provides implications and evaluation criteria for stakeholders in chatbot assisted public services, including researchers, public managers, and citizens.
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Introduction
If you go online to access a public service, you are likely to encounter a pop-up assistant. Increasingly, this assistant is not a “real person” but a chatbot supported by artificial intelligence. Public agencies introduce chatbots for many reasons, but a common reason is to save money, by providing automated answers to simple and frequent queries. Saving public money, it is argued, benefits the public by maximizing the effectiveness of their tax payments.

However, due to the nature of how chatbots are designed, how they function, their opaqueness, and their potential impacts on the public, chatbots are frequently mired in social, ethical, and political concerns (Desouza, 2018; Desouza and Krishnamurthy, 2017; Winfield, 2019). Chatbots in the public sector have been plagued with controversy, poor publicity, and legal challenges (Petriv, et al., 2020; van Noordt and Misuraca, 2019). One of the reasons for this is that users of the services, and the wider public, do not always feel that chatbot-mediated services demonstrate the appropriate public service values (Thierer, et al., 2017). For example, Nadia — a chatbot designed by the Department of Human Services (DHS) in Australia — is one example of a chatbot that was discontinued after public concerns over its ability to meet the needs of the disabled populace (Probyn, 2017).

The notion of “value” in the public sphere is broader than simply saving money. It needs to encompass ideas such as trust,
fairness, and transparency. These are captured in the broad concept of “public value” which encompasses ideas about the proper purpose of government, guidelines for those in positions of authority in government, and technical ideas that can be used to measure and guide the performance of public agencies. Taking this broader perspective can help both those directly involved in the development and delivery of public service chatbots, and also users and other stakeholders, to evaluate them. However, this notion of public value is very abstract. A closely related, but more understandable notion is “public service values” which are values held by public servants, individually and collectively. They are defined as a collection of social, professional, ethical, and other values that facilitate reasonable, legitimate, and relevant actions in the public sector (Witesman and Walters, 2014). Public service values in turn can be broken down into a number of dimensions, as we will describe.

Chatbots in the public sector have often been viewed as a means for improving efficiency (Bannister and Connolly, 2014) and the need to demonstrate public service values has often been neglected (van Doorn, et al., 2017). In this paper, we develop a framework that looks at how public service value can be realized with chatbots. Our discussion is illustrated by examples of current deployments of chatbots.

---

**Chatbots and public service delivery**

Among the wide assortment of Artificial Intelligence technologies, chatbots have seen a significant uptake by public agencies. Chatbots are deployed across a range of public services ranging from immigration, law enforcement, health, transportation, and utilities, among others (Mehr, 2017; Wirtz, et al., 2019). They emulate conversations with humans using natural language processing capabilities, enabling them to recognise requests and facilitate text-based or voice-based dialogues (Cassell, et al., 2000; Abu Shawar and Atwell, 2007) to respond to service enquiries and predict user behaviour based on previous inquiries of similar nature. Variations of chatbot interfaces are driven by the user’s device of access (e.g., mobile phone, laptop) and the platform (e.g., messaging app, Web page) that supports the chatbot. The advantages of chatbots include lowered service delivery costs, reduced employee workloads and efficient service delivery. For service recipients, advantages can include improved user experience with reduced waiting times to service access and providing quick access links to domain-specific knowledge (Brandtzæg and Følstad, 2018; Følstad, et al., 2018). For example, in the U.K., the hugely successful DoNotPay site, which already offered AI-supported legal advice (Lawyer bot, developed by Joshua Browder) for contesting traffic tickets, has recently been extended with a bot that supports people evicted from their accommodation to seek a new home (Walker, 2017).

Chatbots are increasingly deployed as a digital channel of interaction to deliver public services at varying levels of sophistication (Nili, et al., 2019; Riikkinen, et al., 2018). Service delivery frequently requires mutual exchange of information between the service user and the service provider (Radnor, et al., 2013). There are three main levels in chatbot-mediated service delivery (Figure 1), which we derived based on discussions of chatbot architectures and characteristics by Riikkinen, et al. (2018) and Montenegro, et al. (2019). The first level “information provisioning” involves providing information about available services, based on questions or search terms provided by the user. This typically does not require authentication, and is similar to an automated ‘frequently asked questions’ service. The second service level “targeted assistance” involves collection of relevant, personalized, service information and analysing it, and usually requires the disclosure of identifying information by the user. The third level, “service negotiation” is when possible service outcomes are negotiated between the user and the provider. At each level, using the chatbot can be complemented with intervention from a human service agent if the chatbot detects that the user is not receiving a relevant response (e.g., when the user asks similar questions with the same intent multiple times). For example, Ask Jamie, a chatbot that supports Singapore citizens with identifying the public agency Web sites they need to visit for specific queries, escalates conversation to a live chat with a human service agent (Govtech Singapore, 2019). We explain these three levels of chatbot-mediated service delivery below.
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Service information provisioning

Service information provisioning involves responding to a user’s general service query, without the need for the user to authenticate themselves. Often, individuals identify the need for a public service when they experience a change of circumstance in their lives (e.g., a change in their employment status, a medical condition). An individual may begin with a general enquiry related to what service or services the organisation offers to help addressing the need and seek information on how to proceed. This initial enquiry may be answered by a chatbot which will attempt to interpret the enquiry and match the user to information and service links (Androutsopoulou, et al., 2019; Nili, et al., 2019). “Sam” a chatbot introduced by the Australian Department of Health provides users with information about the available services when presented with the user’s social situation (Head to Health, 2018). The platform introduces Sam as a chatbot “to help you find the information and resources ... relevant to your needs, particularly if you’re not sure where to start. You can tell Sam what’s going on and be guided to resources that might be relevant for you”. Another example of chatbots that provides basic service information is WienBot, a chatbot launched in Vienna in 2017. WienBot provides answers to frequently asked questions people have about the different services the city of Vienna provides (e.g., availability of public parking spaces) (WienBot, 2017).

Targeted assistance

The targeted assistance service level offers an additional level of sophistication in chatbot-mediated service delivery. A chatbot uses the user’s personal information that enables it to personalise a response. Such data may include information such as employment status and marital status. Sometimes this may be stored in an online profile that the chatbot is permitted to access. In addition, the chatbot collects information about service variants and related business rules which are stored in a different database (Ni, et al., 2017; Venkatesh, 2018). For less sensitive public services such as recommendations for transportation services, the chatbot may provide an ‘immediate’ personalised response to the user without any intervention from a domain expert inquiry. Singapore’s ‘Bus Uncle’ chatbot provides users with personalised journey planning information based on gathering and analysing user information collected during the inquiry and collected from the user profile data. The chatbot uses the user’s current location, retrieves the user’s home or work address from their stored profile, and analyses the available options from the bus provider database to recommend a personalised travel journey (Bus Uncle, 2016). For more sensitive services such as medical advice, the chatbot may not provide any immediate personalised response. Instead, it may send information based on historical and real-time interactions for review to a human agent for a final decision to be made. For example, GYANT, a chatbot that mimics doctor-patient conversation, uses the information a patient provides during the conversation, plus medical history from their profile, plus information from specialised knowledgebases to develop recommendations to a health professional (medical doctor or nurse). The health professional will review the recommendations and provide a prescription or personalised advice to the patient (e.g., Price, 2018). Each interaction updates the stored service history for the patient.

Service negotiation

Service negotiation involves providing detailed information on the service outcome options and negotiating the best option to address the service consumer’s needs. This means that the customer is presented with service options that suit his or her circumstances and is able to have a conversation about selecting an option. The conversation will proceed as a series of questions and answers with the chatbot with the possibility of back-tracking to an earlier stage of the negotiations (Androutsopoulou, et al., 2019) and may offer even further personalisation of the final selected service option (Nili, et al., 2019; Zumstein and Hundertmark, 2017). Moreover, because many public services require ongoing interactions between a service recipient and the public agency, this level also ideally supports the negotiations in an ongoing basis. For example, a
person’s circumstances may change over time (e.g., achieving financial stability a few months after losing a job) and the chatbot can recommend new service options that suit the most recent circumstances. Currently, chatbots that support this step within the public sector are limited in numbers. One reason could be that implementing such an architecture often proves to be challenging for public agencies who are cautious of public opinion and risky decisions related to expensive technological infrastructure and concerns related to potential issues with privacy of data (Androutsopoulou, et al., 2019). However, the pace of development of AI chatbots is such that we believe use of such advanced chatbots in the public service will accelerate.

---

## Public service values

Public service values described within a technology context are the justifications for the actions taken and procedures facilitated by digital (Internet-based) technologies and platforms for service delivery (Grimsley and Meehan, 2007; Harrison, et al., 2012; Kearns, 2004). Discussion of “public service values” falls within the broader discussion of “public value” and describes that subset of public value that is relevant to people’s performance of the design and delivery of public services. We examined “public value” research more generally, especially where it focussed on the perspectives of public manager and public servants, for insights into value dimensions that are relevant to our context (chatbots substitute human agents and represent a public organisation in a chatbot-mediated public service delivery). We examined conceptualizations of public value following Moore’s (1995) normative approach, which was developed to inform public managers on the strategic creation of public value. Moore (1995) outlines a framework known as the strategic triangle, that seeks to account for public value by concurrently addressing three questions: (1) What public value is being created?; (2) Where does the legitimacy and support to create the public value come from?; and, (3) what operational capacity is required to deliver the public value? However, Moore’s (1995) widely acknowledged framework for creating public value fails to concretely describe what constitutes public value. In efforts to describe what constitutes public value, several authors (e.g., Alford and O’Flynn, 2009; Benington, 2009; Kelly, et al., 2002; Stoker, 2006) have built upon Moore’s framework to create an inventory of different forms of public values (Bozeman, 2007; Talbot, 2011). Some of these are also relevant to public service delivery and have informed our definitions, which we provide in the next section.

---

## Framework development

Existing approaches to evaluate chatbots from a user perspective frequently focus on factors that affect the individual user experience at the interaction level (Fernandes, et al., 2020). These approaches are often from the human computer interaction perspective, focusing on empathy and the extent to which the users can easily interact with the chatbot or are often from the information quality perspective such as chatbot’s ability to provide timely and relevant assistance or information (Brandtzæg and Følstad, 2017; Chaves and Gerosa, 2019; Dennis, et al., 2020; Maniou and Veglis, 2020). Users lose confidence and often show frustration towards any chatbot that takes time or fails to understand their needs (Chaves and Gerosa, 2019; Jain, et al., 2018). Similarly, a chatbot that generates irrelevant responses compromises the users’ perceptions towards the chatbot’s abilities. Dependability (the extent to which the user feels in control of the interaction) has also been considered as an important factor that users value during the interaction with chatbots (Chaves and Gerosa, 2019; Holmes, et al., 2019).

While these are all critical factors in satisfying the individual users’ needs during chatbot interactions, we observe that these factors do not comprehensively address public service values for delivering public services via chatbots. We explain the public service values within the chatbot-mediated service delivery context. We then present our public service values framework for chatbot-mediated public service delivery.

### Public service values within the chatbot-mediated service delivery context

We first compiled a list of public service values and their definitions and adapted them to the chatbot delivery context. Analysing the definitions of these public service values, we reconciled public service values that had similar descriptions or were closely related (e.g., transparency and openness). In these circumstances, we adopted the most widely-used label within the reviewed articles. Where this was not possible, we considered the label for a public service value which has been suggested by studies that focus on the role of ICT technologies in delivering public services (e.g., privacy as expressed by Andrews (2018) was adopted over secrecy and security of information). Next, we looked at how the public service values and their definitions play out with AI-based technologies in public service delivery (e.g., Androutsopoulou, et al., 2019; Barth and Arnold, 1999; Valle-Cruz, et al., 2019). We then adapted the definitions for the features of chatbots. We
established a total of 14 public service values (see Table 1), which we explain below. In order to triangulate and further elaborate on the findings, we sought examples from practitioner sources, including 15 public sector chatbots used in public service delivery across the U.S., Europe, Asia, and Australia (see Appendix for a list of these chatbots). These are used to illustrate the dimensions we describe.

### Table 1: List of public service values defined in the context of chatbot-supported public service delivery.

<table>
<thead>
<tr>
<th>Public service value</th>
<th>Adapted definition of public service value in the context of chatbot-supported public service delivery</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptability</td>
<td>The degree to which the chatbot adapts itself to varying conditions (to varying non-technical conditions such as changes in business rules and service eligibility and to varying technical conditions such as adapting to different devices and networks) when being used in delivering a service.</td>
<td>Karunasena and Deng, 2009; Meynhardt, 2009</td>
</tr>
<tr>
<td>User orientation</td>
<td>The degree to which the chatbot accommodates user expressions and needs when being in use for resolving a case.</td>
<td>Bozeman, 2019; Prebble, 2015</td>
</tr>
<tr>
<td>Professionalism</td>
<td>The degree to which the chatbot displays a principled, competent, honest, respectful, consistent, and trustworthy conduct when it is being used in delivering a service.</td>
<td>Eriksson, et al., 2020; Meynhardt and Bartholomes, 2011; Thompson, 2016</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>The degree to which the chatbot produces an outcome that is supposed to be produced (attaining the goal of using the chatbot) given the resources invested when it is being used in delivering a service.</td>
<td>Andrews, 2018; Witesman and Walters, 2014</td>
</tr>
<tr>
<td>Efficiency</td>
<td>The degree to which the chatbot facilitates service delivery while minimizing the cost and resources required.</td>
<td>Karunasena and Deng, 2009; Meynhardt, 2009</td>
</tr>
<tr>
<td></td>
<td>The degree to which favouritism and</td>
<td>Bozeman, 2019;</td>
</tr>
<tr>
<td>Public Value Category</td>
<td>Description</td>
<td>Reference</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Fairness</td>
<td>Discrimination (based on individual differences) does not exist when the chatbot is being used in delivering a service.</td>
<td>Brewer, et al., 2013; de Graaf, 2015; de Graaf, et al., 2014, Brewer, et al., 2013; de Graaf, 2015; de Graaf, et al., 2014</td>
</tr>
<tr>
<td>Legitimacy</td>
<td>The degree to which the chatbot complies/conforms with lawful and reasonable steps and mandates when being used in delivering a service.</td>
<td>Andersen, et al., 2012; Jørgensen and Bozeman, 2007; Kernaghan, 2003</td>
</tr>
<tr>
<td>Acceptability</td>
<td>The degree to which the chatbot is a viable option for service delivery and is beneficial in a way that public shows minimal or favorable reaction to using it.</td>
<td>Andrews, 2018; Prebble, 2015; Witesman and Walters, 2014</td>
</tr>
<tr>
<td>Openness</td>
<td>The degree to which chatbots transparently disclose their identity to users before a service interaction starts and provide the rationale (to users or their representatives such as customer advocacy groups) for decision-making when delivering a service.</td>
<td>Andersen, et al., 2012; Jørgensen and Bozeman, 2002</td>
</tr>
<tr>
<td>Accountability</td>
<td>The degree to which the chatbot represents an accountable/responsible channel (including acknowledgement of limitations) when being in use for delivering a service.</td>
<td>Blader and Tyler, 2003; Tyler, 2003</td>
</tr>
<tr>
<td>Social license</td>
<td>The degree to which the chatbot acquires continued approval as a viable service delivery channel from the community and other stakeholders.</td>
<td>Buhmann, 2016; Gunningham, et al., 2004; Morrison, 2014</td>
</tr>
<tr>
<td>Privacy</td>
<td>The degree to which the chatbot ensures protection of user’s information during and after being in use for delivering a service via any device such as smart phones.</td>
<td>Andrews, 2018; Bozeman, 2019</td>
</tr>
<tr>
<td>Trust in government</td>
<td>The degree to which a chatbot contributes towards the public’s wilful sharing of their personal information with the government regardless of Mayer, et al., 1995; Schoorman, 2019</td>
<td></td>
</tr>
</tbody>
</table>
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Adaptability in public service delivery is about how well a public service is delivered under changing circumstances (Karunasena and Deng, 2009; Meynhardt, 2009). Chatbots need capabilities to adapt to varying non-technical conditions such as changes in business rules and service eligibility and to varying technical conditions such as adapting to different networks and devices (e.g., PC, laptop, iPad, and mobile phone) (Kowatsch, et al., 2017; Kuenzig, 2018). Hong Kong’s MTR, a chatbot designed to personalise communication with public transport riders (MTR, 2018) is able to instantly adapt to dynamically changing technical conditions, such as changes in the networks and their security protocols (e.g., from the Internet service provider to WIFI) while the user is using a transportation service. The chatbot also provides updated information immediately once there is a change in transportation service options and conditions. In terms of adaptability to non-technical changes, Alex, the Australian Tax Office’s chatbot, is an example of chatbot that provides updated information by adapting to changes in an organisation’s business rules for tax purposes and the related service variants for citizens.

User orientation is present when service users have the ability to control, plan and decide on actions to address their needs (Bozeman, 2019; Prebble, 2015). Chatbots are increasingly expected to accommodate user expressions, their needs and circumstances in service delivery (Kuenzig, 2018; Suganuma, et al., 2018). Transport for New South Wales introduced Real-time Intelligent Transport Assistant (RITA) as a service chatbot for the local commuters, which was intended to provide real-time public transport schedule updates (Graham, 2018). However, RITA was only able to provide generic responses and was not capable of taking specific user’s travel plans into account. Moreover, it continuously failed to maintain a conversation about user preferences, leaving the user with no control on expressing their service needs. This led to a public resentment which rendered RITA a failure.

Professionalism involves the public service organizations employees’ display of competency, integrity, honesty, and trustworthiness during service delivery (Eriksson, et al., 2020; Meynhardt and Bartholomes, 2011; Thompson, 2016). Because chatbots mimic the conversation between a person and an organisation’s human service delivery agent, the manner in which a chatbot presents itself to the public impacts users’ perceptions of professionalism (Behera, 2016; Sangroya, et al., 2017). Kamu, a Finnish immigration service chatbot that facilitated significant improvements in handling customer inquiries within its first year of inception (Finnish Immigration Service, 2018), was carefully designed with contributions from the department’s user facing employees, and managed to provide a similar experience of professional service delivery (Miessner, 2019a).

Effectiveness within a public service context refers to achieving a desired service outcome given the resources invested and circumstances at hand (Andrews, 2018; Witesman and Walters, 2014). In the context of chatbot-mediated service delivery, effectiveness relates to the chatbot’s capability to handle service requests given the service recipient’s life circumstances (e.g., a health condition, loss of a job or financial hardship) and specific service needs, which are identified from customer profile and during conversation with the chatbot (Cameron, et al., 2018; Petriv, et al., 2020). Amelia, a chatbot designed for the Enfield City Council to respond to general public queries, was discontinued due to its continued failure in providing useful information to public queries. Amelia lacked effectiveness, as it constantly provided users with service recommendations which were not matching their service needs (Enfield Council, 2016; Everett, 2017).

Efficiency is the ability to achieve an outcome at a minimal resource cost and time (Karunasena and Deng, 2009; Meynhardt, 2009). Although efficiency does not necessarily result in effectiveness, public service organizations often feel the pressure of the need for operating in an efficient manner. The two primary aims are delivering the needs of the public in a timely fashion and to reduce the cost of service delivery (Kernaghan, 2003). Similarly, when chatbots are introduced in public service delivery, they are expected to facilitate efficient service delivery, particularly because of their instant analysis of service enquiries from users (Brandtzæg and Følstad, 2018; Følstad, et al., 2018). Queensland Government’s two chatbots, MANDI and SANDI, provide the local citizens with timely and relevant information to settle various neighbourhood disputes (Queensland Civil and Administrative Tribunal (QCAT), 2019b; Queensland Government, 2019).
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Fairness is when service delivery is free from favouritism and discrimination based on individual differences (Bozeman, 2019; Brewer, et al., 2013; de Graaf, 2015; de Graaf, et al., 2014; Jørgensen and Bozeman, 2007). Facilitating equal opportunities and equal treatment among individuals and societal groups is an important expectation (Brewer, et al., 2013; de Graaf, et al., 2014; Jørgensen and Bozeman, 2007). When chatbots replace public employees during public service encounters, ensuring fairness in the chatbot-mediated service delivery is expected (Schanke, et al., 2020; Schlesinger, et al., 2018). Emma, a chatbot that serves as a U.S. Citizenship and Immigration services assistant, interacts with diverse users from various language backgrounds. EMMA strives to facilitate equal access to information, by providing its services in different languages (currently, English and Spanish) for people from different ethnicities and societal groups. The chatbot handles around half a million interactions on a monthly basis (Sanchez and Pacheco, 2016). Interestingly, chatbots can sometimes improve the potential for fairness in service delivery, as they do not have the same unconscious biases that human agents have.

Legitimacy refers to the conformance with the lawful and reasonable policies and legislations through the application of primarily formal mandates (Andersen, et al., 2012; Jørgensen and Bozeman, 2007; Kernaghan, 2003). The level of authority that public agencies have over the services citizens receive is determined and controlled through the application of relevant legislation and regulations (de Graaf, et al., 2014). When introducing chatbots into the public service experience, they should conform to lawful and reasonable steps and mandates related to service delivery during service encounters (Seering, et al., 2019). In the context of AI-based service delivery, the development of such mandates is a work-in-progress for many administrations, and the progress is slower than the speed of advances in chatbot capabilities. Travel for London (TFL) designed TravelBot to provide transport service updates for the customers. TravelBot requires users to share their current location and frequent commute (e.g., work and home addresses) to provide highly personalised recommendations (Travel for London (TFL), 2017). In compliance with the general data protection regulation principles, TravelBot first requests permission from the user to use the current location feature and presents links to relevant regulations. It also allows users to manually enter their location in case the user is not willing to share their location through this feature.

Acceptability involves building confidence that a process or a product is beneficial in a way that the public shows favourable (or minimal negative) reaction to it (Andrews, 2018; Prebble, 2015; Witesman and Walters, 2014). Similar to other Internet-based self-service technologies, introducing chatbots requires fostering its viability as a beneficial option, resulting in adoption of the system by a wide group of users (Andrews, 2018). Issues with acceptability are more common in chatbots that provide specialist advice as compared to chatbots that provide general information. A study on a sample of chatbot users in the U.K. showed that more than 75 percent of users are willing to engage a health chatbot only for less specialised services (e.g., seeking general health information or making appointments with local health facilities), while a health chatbot that provides specialist advice or medical tests proved less popular (Nadarzynski, et al., 2019). These findings are consistent with the case of Ada Health GmbH, a chatbot in Germany that provides specialist medical diagnosis with a high user satisfaction but continuously fails to attract large numbers of new patients (Laumer, et al., 2019).

Openness requires relevant information and insights about an organization’s policies and processes related to delivering public services to be readily and transparently available to the public (Andersen, et al., 2012; Jørgensen and Bozeman, 2002). The public reserve the right to know the procedures and criteria used for decision-making (Andersen, et al., 2012; Jos and Tompkins, 2009). Chatbots should disclose their identity to the users before a service interaction starts, and the rationale used by them in decision-making and delivering public services should be transparent in the public’s view or to their representatives (e.g., customer advocacy groups) (Valério, et al., 2017). Education Value Added Assessment System (EVAAS) — which, similar to public service chatbots — is an AI driven public system, was used as a performance assessment algorithm for teachers in the U.S. and led to the dismissal of several teachers (Webb and Harden, 2017). Given that the algorithms behind EVAAS assessment criteria were not openly shared with the concerned members of the public or their representatives, the employee dismissals were rendered unjustified, which also ruled for the discontinuation of the use of system within the public sector.

Accountability is building confidence in the public that procedural and outcome justification exists, and the public agency is responsible for decisions and actions related to delivery of public services and for actions which result in a service delivery failure (Blader and Tyler, 2003; Tyler, 2003). In the chatbot-mediated service delivery context, the chatbot should be presented as an accountable channel of service delivery. In other words, if the chatbots provides a misleading advice, leading to a service failure, people know that the public service organisation accepts the responsibility for the failure. It is also important that the chatbot acknowledges its limitations (Kuenzig, 2018; Valério, et al., 2017). For example, Alex, the Australian Tax Offices chatbot starts the conversation with an introductory message that introduces itself as a bot, and acknowledges that it is still learning from user interactions (CX Central, 2016; Redrup, 2016). This prepares the users in advance for the level of service support to expect from the chatbot and at the same time preparing them to seek for...
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Social license conveys developing informal and ongoing stakeholder trust, engagement and support for actions and processes that may be legal but are not necessarily popular or widely accepted by public (Buhmann, 2016; Gunningham, et al., 2004; Morrison, 2014). For chatbots, gaining social license is important if agencies use chatbots rather than humans to deliver a service; and algorithms to make decisions about what service a user will receive (Følstad and Brandtzæg, 2017; O’Neil, 2016). The Department of Human Services (DHS) in Australia designed Nadia as a chatbot intended to assist disabled service users for their applications for social welfare services (Hendry, 2017). Given the nature of the intended users, it could not be guaranteed that the users would possess the necessary capabilities to interact with a non-human agent. Various stakeholders including the National Disability Insurance Agency (NDIA) indicated a lack of confidence in Nadia’s capabilities to deliver the intended services to the targeted users, leading to the suspension of the initiative (Hendry, 2018, 2017).

Privacy is establishing the protection and safety of people’s identity and personal information (Andrews, 2018; Bozeman, 2019). Public agencies collect vast amounts of confidential information about citizens during service delivery and should appropriately handle this information in order to prevent it from falling into the wrong hands or being used for unwarranted purposes (Karunasena and Deng, 2009). At the same time, a highly important privacy concern for users of digital agents centres around the non-consented potential sharing (leading to misuse) of personal data with third-party organizations (Sweeney and Davis, forthcoming). In chatbots, privacy relates to how a chatbot ensures protection of user’s personal information, regarding how the information is collected, stored, protected from unauthorised access, and is used before, during and after conversation with the chatbot’s interface (Androutsopoulou, et al., 2019). Consider, Rammas — a chatbot that handles service queries for the Dubai Electricity and Water Authority (DEWA) from service recipients, suppliers, and job applicants. RAMMAS secures all personalised user interactions with passwords (Sutton, 2018). Ensured privacy implies that RAMMAS is recognised by the users as a trusted channel to facilitate confidential transactions such as bill inquiries and payments, job applications, and inquiries and tracking the status of applications (Sutton, 2019).

Trust in government involves the public’s willingness to share confidential information that potentially renders them vulnerable to the government’s actions based on the expectation that the government will perform benefiting actions (Mayer, et al., 1995; Schoorman, et al., 2007). In the context of chatbots, trust represents the degree to which a chatbot contributes towards the public’s wilful sharing of their personal information with the government regardless of any associated vulnerabilities, such as access to personal information and services it recommends to the user (Androutsopoulou, et al., 2019; Froy, 2019). Babylon chatbot — a chatbot backed by the National Health Services (NHS), U.K. to assist with patient diagnosis was branded ‘a dangerous app’ by the public after it posed a series of questions to the users that were unrealistic or controversial (e.g., asking a 66-year-old woman if she was pregnant) (Blanchard, 2019). This in turn affected the public’s trust in the NHS.

Collaborative intelligence refers to the effective partnership between stakeholders in a manner that complements the skills of all when designing and establishing a service (Butcher, et al., 2019; Epstein, 2015). When designing a public service chatbot, the design process should follow a holistic approach that involves contributions from various stakeholders with complementary skills and expertise (e.g., designers, software developers, legal consultants, academic researchers, and customer advocacy groups) (Wilson, et al., 2017). Kamu, PatRek, and VeroBot are three networked chatbots designed to provide service to foreign entrepreneurs in Finland (Miessner, 2019b; PwC EU Services, 2019). Establishing such a networked setup involved contributions from diverse stakeholders with varying backgrounds, including: entrepreneurs, service managers, designers and software developers to ensure the seamless integration of the systems, resulting in a rigorous overall chatbot-mediated service delivery (PwC EU Services, 2019). The form of collaborative intelligence could be dynamic. For example, there is potential for collaboration between the chatbot, domain experts who train the chatbot (e.g., via training data and upgrading their capabilities), and the public who share their information with it.

A public service value framework for chatbot-mediated public service delivery

All chatbots should demonstrate the full range of public service values in their interactions with the public. However, we suggest that both the challenges, and the importance of understanding and embodying public values increase significantly with the level of sophistication of the bot. We summarize this in Figure 2.
For example, it is much more difficult to be open about the basis on which an answer is provided, if the answer is highly contextualized, personalized, and uses a generative algorithm (Level 3) than if it is simply a lookup based on a decision table (Level 1). Effectively, each answer may be to some extent unique, so the algorithm needs to be audited. Achieving public acceptance and social licence, and reassuring the public about the fairness of answers will be more challenging if chatbots are used as well as, or instead of, human agents to handle more complex enquiries and negotiations. While chatbot technology is maturing rapidly, it may not be effective or efficient to implement “Level 3” type chatbot service agents in the short to medium term. The complexity of the software, the necessity for rich training data, and the challenges of auditing generative algorithms to ensure fairness and openness may constrain implementation of “higher level” services.

Although the importance and difficulty of embodying public service values increase in general with greater sophistication, we suggest that the importance of some values will increase correspondingly more sharply. For Level 2 chatbots, the need to uphold privacy and a sense of trust in government increases greatly as people authenticate, give permission for their data to be accessed, and trust the chatbot with greater amounts of personal and contextual information, while Level 1 services can frequently be offered without the need for authentication or extensive disclosure of personal information. Level 3 chatbots may be facilitating and supporting complex and contextual collaboration, communication and negotiation. The requirement to show a commitment to collaborating effectively with the user and other stakeholders increases greatly as more sophisticated service negotiation is offered.

**Discussion**

Chatbots are increasingly expected to actively contribute towards the realisation of a service interaction, playing a role that mimics conversations with a human service agent (e.g., learning from service encounters as well as negotiating a service offering) instead of the more common transaction processing role that is fully structured. Therefore, they need to
demonstrate the full range of public service values expected of a human agent, and, as with human agents, these values need to be designed-in to the service development and delivery processes. Our first contribution is to clarify the levels of service chatbots can support and apply this to public service value dimensions, demonstrated in our proposed public service values framework for chatbot-mediated public service delivery (Figure 2). We explained that the difficulty and importance of demonstrating some public service values can increase with level of sophistication of the chatbot. In particular, the importance of protecting privacy, maintaining trust in government, and demonstrating collaborative intelligence ability increase sharply with more sophisticated services.

Our findings can be useful for users of chatbots, researchers, and for public policy makers, public managers and technical managers who supervise service management and channel management departments by contributing to more thoughtful designs of public services. The decisions made during the phases of chatbot development (including the initial planning, design and evaluation) need to be grounded upon appropriate comprehension of the public service values. For instance, fairness can be supported if the individuals involved in managing the chatbot are able to determine the chatbot elements (e.g., training data) that are important for minimizing favouritism and discrimination in public service delivery. Our findings can be adopted as part of the service standards that a chatbot-mediated service needs to meet, and therefore act as criteria for evaluating the designated service as well. Users of chatbots can evaluate their own service experiences in a wider context.

We presented the public service values as distinct dimensions; however, we do not rule out the possibility of relationships between some of these. For instance, a claim can be made in the case of fairness and adaptability in the sense that a chatbot can only exhibit fairness if it is adaptable. Another relationship can also be inferred between acceptability and social licence. Finally, future researchers can also conduct studies that contribute to establishing mechanisms of translating the principles and policies that govern the conduct of human public service agents into chatbots that serve in the public sector.

Conclusion

Careful attention to upholding these values in chatbot-mediated service delivery has a range of benefits for the public, including better and more flexible services, improved service levels, and improved sense of safety and trust in government. It also has corresponding benefits for public agencies, including improved reach, trust and quality in service delivery.

However, there are also many negative consequences for both users and agencies associated with failing to uphold these values. Many of these negative consequences have been "writ large" in negative publicity and lawsuits, so public agencies should not need much persuading of the importance of values-based design and delivery. While the capabilities of chatbots are advancing fast, our understanding of public service values that chatbots need to support is limited. The more advanced a chatbot is (i.e., the more levels of service delivery it covers), the more important and difficult this challenge becomes. There is a real risk of the technical capabilities of chatbots running well ahead of understanding of how to manage their public service value role. Given the lack of an overview of chatbots and the public service values they need to support in the public sector, our conceptual framework presents relevant insights from academic and practitioner literature that are essential to consider in order to uphold public service value with the introduction of chatbots. Attention to these dimensions is essential for maintaining citizen satisfaction and trust with public services in a chatbot-mediated environment.
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### Appendix

<table>
<thead>
<tr>
<th>Chatbot name</th>
<th>Deploying public agency</th>
<th>Service offered</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTR Mobile chatbot</td>
<td>Mass Transit Railway, Hong Kong</td>
<td>Assists users to plan their travel with public transport.</td>
<td>MTR, 2018</td>
</tr>
<tr>
<td>Alex</td>
<td>Australian Tax Office, Australia</td>
<td>Assists users to conveniently access information on issues related to taxation, property rights, income</td>
<td>CX Central, 2016</td>
</tr>
<tr>
<td>Name</td>
<td>Organization</td>
<td>Description</td>
<td>Source</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>EMMA</td>
<td>U.S. Citizenship and Immigration Services</td>
<td>Assists visitors in finding relevant information pertaining to U.S. immigration services.</td>
<td>Sanchez and Pacheco, 2016</td>
</tr>
<tr>
<td>TravelBot</td>
<td>Transport for London, U.K.</td>
<td>Provides users with information such as bus arrivals, route status, bus, and train service updates and maps.</td>
<td>TfL, 2017</td>
</tr>
<tr>
<td>Nadia</td>
<td>Department of Human Services, Australia</td>
<td>Designed for public welfare service system with intentions to interact with participants of the National Disability Insurance Scheme.</td>
<td>Probyn, 2017</td>
</tr>
<tr>
<td>Real-time Intelligent Transport Assistant (RITA)</td>
<td>Transport of New South Wales, Australia</td>
<td>Provides users with information about public transport system delays and disruptions in response to the user’s query.</td>
<td>Graham, 2018</td>
</tr>
<tr>
<td>Kamu</td>
<td>Finnish Immigration Service, Finland</td>
<td>Assists users with information related to residents permit to live in Finland.</td>
<td>Finnish Immigration Service, 2018</td>
</tr>
<tr>
<td>Amelia</td>
<td>Enfield Council, U.K.</td>
<td>Provides users with timely responses to general requests made to the council and in the process freeing up council employees to focus on more complex citizens’ issues.</td>
<td>Enfield Council, 2016</td>
</tr>
<tr>
<td>MANDI</td>
<td>Queensland Government, Australia</td>
<td>Directs users to information that enables them to resolve a wide range of issues.</td>
<td>Queensland Government, 2019</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>SANDI</th>
<th>Queensland Civil and Administrative Tribunal, Australia</th>
<th>Directs users to information that assists them with resolving tree and fence disputes at any time of the day.</th>
<th>QCAT, 2019a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ada Health GmbH</td>
<td>Berlin, Germany</td>
<td>Provide medical diagnostic suggestions to patients based on the information provided by the users.</td>
<td>(Laumer, et al., 2019)</td>
</tr>
<tr>
<td>Rammans</td>
<td>Dubai Electricity and Water Authority</td>
<td>Handles user enquiries and provides responses using data stored within the public utilities system.</td>
<td>Sutton, 2018</td>
</tr>
<tr>
<td>Babylon GP at hand</td>
<td>National Health Services, U.K.</td>
<td>Provides users with medical advice based on diagnosis of the users’ responses and pairs the users with expert medical professionals when necessary.</td>
<td>Blanchard, 2019</td>
</tr>
<tr>
<td>Patrek</td>
<td>Finnish Immigration Service, Finland</td>
<td>Advises users on how to setup companies in Finland.</td>
<td>Finnish Immigration Service, 2018</td>
</tr>
<tr>
<td>Verobot</td>
<td>Finnish Immigration Service, Finland</td>
<td>Advises users about business and work-related taxes in Finland.</td>
<td>Finnish Immigration Service, 2018</td>
</tr>
</tbody>
</table>
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