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Abstract
The COVID-19 pandemic highlighted the challenges and deadly consequences of misinformation circulating across digital platforms. Wikipedia is emerging from that communication crisis as both an effective information site, as well as offering wider lessons for the Internet age derived from the editorial structure that it has created. While Facebook, YouTube and Twitter struggled during the pandemic to contain the spread of misinformation, Wikipedia has shown itself to be a nimble, independent publisher, able to block erroneous content and provide rigorous health information, referenced to credible sources. The ‘anyone-can-edit’ site, is powered by a global community of volunteers, who collectively determine its policies and content, as well as policing the site. In the pandemic’s first year, 97,000 Wikipedia editors collaborated on 6,950 COVID-19 related articles in 188 languages, which were read more than 653 million times. This paper investigates the editorial framework developed by the Wikipedia community, and identifies three key factors as proving successful in the fight against medical misinformation in a global pandemic — the editors, their sources and the technological affordances of the platform.
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Introduction
On 30 January 2020, the World Health Organisation (WHO) declared COVID-19 to be a Public Health Emergency of International Concern. At that point, China had 7,711 confirmed cases, 12,167 suspected cases and 170 deaths, while a further 83 cases were reported in 18 other countries (WHO, 2020). Just two weeks later, on 15 February 2020, WHO Director-General Tedros Ghebreyesus referred to the emergence of a parallel “infodemic”. He explained: “Fake news spreads faster and more easily than this virus, and is just as dangerous” (Ghebreyesus, 2020).

The term ‘infodemiology’ was coined in 2002, in an American Journal of Medicine editorial and defined as: “… areas where there is a knowledge translation gap between best evidence (what some experts know) and practice (what most people do or believe), as well as markers for ‘high-quality’ information” (Eysenbach,
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A year later a journalist at the *Washington Post* wrote that an “infodemic” was emerging alongside the epidemic of Severe Acute Respiratory Syndrome (SARS), whereby “a few facts, mixed with fear, speculation and rumor, amplified and relayed swiftly worldwide by modern information technologies’ affect economies, politics and security” (Rothkopf, 2003). The term largely disappeared from public discourse until WHO used it in this pandemic to emphasise the scale of the communications challenges appearing alongside the COVID-19 pandemic (Simon and Camargo 2021).

The infodemic narrative, while compelling, should be treated with some caution. At its most dogmatic, it perpetuates an assumption that human behaviours, such as vaccine hesitancy, are primarily driven by exposure to false information and, further, that this can be countered by ‘inoculating’ the public with facts. While it is generally recognised that media content can affect audience attitudes and behaviour, what is less quantifiable is the degree of influence. Simon and Camargo (2021) identify two ways that the epidemiological comparison can be counter productive in health communications. First, that biological epidemics have a single, well-defined cause — a virus whose strains can be identified, sequenced and traced to their origins, whereas information spreads via various sources, with varied quality, context-dependent interpretation, and its origins often are unclear and untraceable. Second, they challenge the idea that information can be infectious, capable of being spread unwittingly by carriers. Further criticism of the term “infodemic” as a metaphoric framework, is that it shifts the responsibilities of health communications away from the government and medical communities (Venkataramakrishnan, 2020; Simon and Camargo, 2021).

While the infodemic discourse has its limitations, it can be a useful metaphor to characterise the spread of information via human networks across digital media. As the Reuters Institute notes, the term helps to draw attention to the important role of false information during the pandemic, and for this reason it has been used in thousands of studies across different disciplines (Nielsen, et al., 2021).

Misinformation is recognised as false information which is shared, but without ill-intent, and disinformation is false information that is deliberately created and shared to cause harm [1]. The effect of online misinformation in compounding a health crisis had been well documented before the appearance of COVID-19. During the 2014 Eb
tola outbreak in West Africa, research showed that online health misinformation added to the death toll (Allgaier and Svalastog, 2015) while misinformation about Ebola circulated via social media platforms created unfounded panic in the U.S. (Luckerson, 2014; Feuer 2015). Local interactions can have global consequences when information intended for intimate networks become part of international structures of proven and unproven beliefs (Kleineberg and Boguñá, 2016). A study by Hansson, et al. (2021) identified that misinformation in a health crisis can make people more vulnerable in six ways: 1) by discouraging appropriate protective action; 2) by promoting the use of false remedies; 3) by misrepresenting how the virus is transmitted; 4) by downplaying risks related to the pandemic; 5) by tricking people into buying fake protection; and 6) by victimising alleged spreaders of the virus.

Early research into the spread of COVID-19 misinformation showed online media platforms Facebook, Twitter and YouTube played a central role (Allington, et al., 2020; Apuke and Omar, 2021; Zarocostas, 2020; Zeng and Chan, 2021; Bheekhun, et al., 2021). Research in March 2020 found that more than a quarter of the most watched YouTube videos on COVID-19 contained misleading information, reaching a global audience of millions (Li, et al., 2020). Where previously Facebook, Twitter and YouTube have resisted attempts to be accountable for the content they carried, arguing they were platforms not publishers, the global pandemic brought their public responsibilities to the fore. As the pandemic has progressed, pressure has increased from governments, scientists, doctors and the public (Wardle and Singerman, 2021). While Facebook, Twitter and YouTube each have made attempts to limit, block and counter misinformation on their platforms [2], their strategies have proved largely unsuccessful and significantly, did not address advertising on their sites (Wardle and Singerman, 2021). In April 2021 a report by European advocacy group Avaaz compared Facebook’s efforts over a year and found that fact-checked misinformation had decreased by just one percent, from 56 percent in 2020 to 55 percent in 2021. The average time it took to label a post was 28 days (Avaaz, 2021). In 2019, Instagram, which was then owned by Facebook, blocked the hashtag #VaccinesKill on the Instagram platform, but Facebook itself only blocked the hashtag in July...
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2021 (Stelter and Pellico, 2021).

In July 2021 U.S. Surgeon General Vivek Murthy declared that the continued spread of misinformation across social media was prolonging the pandemic and putting further lives at risk (U.S. Department of Health & Human Services, 2021). Murthy called on the social media giants to do more [3] and recommended a suite of responses, including for them to redesign their algorithms to avoid amplifying misinformation; to provide better transparency and access to data for researchers; to increase multilingual staff; to create machine learning algorithms in languages other than English; to penalize repeat disinformation offenders; and to both provide and amplify credible content [4].

While the digital platforms operate independently, they are part of a deeply interconnected network. Groups or individuals seeking a wide audience will publish to more than one social media platform and it is commonplace to cross-share links, allowing the flow of misinformation to spread unchecked through and across platforms. Internet giants are also part of a broader online media ecosystem, which poses further challenges for the removal of misinformation. The Internet Wayback Machine provides access to ‘zombie content’, which is material that has been deleted, and links to the content are circulated via Facebook, YouTube and Twitter (Donovan, 2020; O'Connor and Weatherall, 2020). This has extended the life of content that has been deemed problematic and removed, allowing it to continue causing damage in perpetuity. An example is an article that appeared on 5 April 2020, on the news site Medium. Headlined ‘Covid-19 had us all fooled, but now we might have finally found its secret,” the author claimed WHO was wrong about the virus and he recommended hydroxychloroquine, the treatment dangerously hyped by President Trump. Within 24 hours of its initial publication the article had been shared 1,200 times on Facebook and received 6,000 interactions. After complaints, Medium removed the article. However, in the three weeks that followed, a link to the deleted article on the Internet Wayback Machine was shared 310,000 times on Facebook and gained 1.6 million interactions (O’Connor and Weatherall, 2020).

In summary, the limited measures taken by the major digital platforms — Facebook, YouTube and Twitter — have proved ineffective as they continue to publish and distribute COVID-19 misinformation, along with problematic advertisements and commercially-driven clickbait, which is further spread via their opaque algorithmic sorting, as well as the networked nature of the Internet.

The platform — How Wikipedia works

Like Facebook, YouTube and Twitter, Wikipedia is an Internet platform that publishes and distributes user-generated content. However, unlike those digital behemoths, Wikipedia content is de-personalised and, crucially, carries no advertising. Where those platforms have experienced a shift in public perceptions over the past decade (most notably Facebook, particularly over the past few years), Wikipedia remains the poster child of Web 2.0. In an essay to celebrate Wikipedia’s twentieth anniversary in 2020, Yochai Benkler wrote: “As awareness of surveillance capitalism is becoming clearer and the risk that a handful of companies will use massive amounts of data they collect on each of us to shape both commercial demand and political outcomes, Wikipedia has more than justified the idea that having a significant source of knowledge that is free of markets, and marches to the beat of a different drum, having nothing to do with dollars, is of critical importance.” [5]

The online encyclopedia launched in 2001 as a collaborative platform seeking to amass all human knowledge and make it freely accessible. Founder Jimmy Wales (2004) said: “Imagine a world in which every single person on the planet is given free access to the sum of all human knowledge.” In two decades, it has flourished, becoming a feature of everyday life (Lovink and Tkacz, 2011), a site of information power (Ford, 2016) and the basic knowledge utility of contemporary society [6]. It is celebrated as a highly productive community of collaborative authorship (Forte and Bruckman, 2008), the best-developed attempt to gather all human knowledge in one place (Okoli, et al., 2014), and a living compendium of our
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It provides information on almost every conceivable topic, from biology to physics, medicine, history, the latest blockbuster film and breaking news. Visitors come to the site either directly, or via other Internet giants such as: Google draws from Wikipedia for its infoboxes; YouTube links to Wikipedia as a form of fact checking; voice assistants such as Alexis and Siri draw their information from Wikipedia; and in June 2020, Facebook added Wikipedia boxes to its search results (Jarvey, 2018; Lyu and Fetahu, 2018; Hutchinson, 2020).

There are more than 310 different language Wikipedias, including 22 Indian language Wikipedias, but English is by far the largest and most visited. As of 2 August 2021, English Wikipedia had over 6.3 million articles and recorded 126 billion page views over the previous 12 months. According to Katherine Maher, outgoing CEO of Wikimedia Foundation, every month around one billion people spend a collective 60,000 years reading Wikipedia.

The site was established with three core content policies: Neutral Point of View, No Original Research and Verifiability. Neutral Point of View requires articles to be written without bias, by fairly and proportionately representing all significant views. It resonates with academic and journalistic notions of objectivity as a demonstration of impartiality, balance and fairness. The No Original Research policy requires that Wikipedia not publish original material, this includes opinion, observation and individual expertise. The Verifiability policy dovetails with this, determining that all material must be attributed to a reliable source.

While these principles have proved effective in blocking political propaganda, self-promotion, commercial interests and misinformation, they have also shifted authority away from experts to the sources and this is where it mostly distinctly deviates from those traditional institutions of knowledge, encyclopedias, which claimed authority based on the expertise of their contributors. In Wikipedia the authority rests with the legitimacy and credibility of the sources, as defined by its community. In practice, it means information attributed to Fox News, a Facebook post or a doctor on YouTube will likely be removed, while peer-reviewed medical journals, WHO, UNESCO, and the same doctor being quoted in the *New York Times*, *Guardian* or *BBC World*, would be considered credible and allowed to stay. In 2017 the Wikipedia community voted to ban the *Daily Mail* as a source and in 2018 banned *Breitbart News Network*.

Since its inception Wikipedia has had to establish boundaries of what constitutes knowledge on its platform. In 2014, alternative healers believed they were being unfairly denied representation on the site and started a petition for Wikipedia to recognise various practices, such as Energy Healing and Thought Field Therapy. Founder Jimmy Wales, who has no power over the editing community but remains on the Board of the Wikimedia Foundation and a powerful figurehead for the movement, responded publicly, refusing to recognise the legitimacy of these practices and instead declared that the site was “biased” towards science. Wales wrote on the petition:

> “Every single person who signed this petition needs to go back to check their premises and think harder about what it means to be honest, factual, truthful. Wikipedia’s policies around this kind of thing are exactly spot-on and correct,” he posted. “If you can get your work published in respectable scientific journals — that is to say, if you can produce evidence through replicable scientific experiments, then Wikipedia will cover it appropriately. What we won’t do is pretend that the work of lunatic charlatans is the equivalent of ‘true scientific discourse’. It isn’t.” (as cited in Newman, 2014)

Much of mainstream media’s coverage of Wikipedia is either reductive or superficial, treating Wikipedia as a unified voice and amplifying minor error and vandalism. Research has shown just seven percent of
edits are acts of vandalism, performed by pranksters, lobbyists and spammers [15]. Misinformation find its way onto the site, but the community has created a series of checks that includes bots designed to examine all new revisions, apply hand-crafted rule sets and detect vandalism [16]; the ability to monitor edits to sensitive pages through personal watchlists, as well as oversight by administrators who can block or ban users (registered editors) or IP addresses (anonymous editors) (Spezzano, et al., 2019).

The platform’s technological affordances enable corrections to be done instantly and efficiently. As part of Wikipedia’s commitment to transparency, every edit is recorded, time-stamped and publicly accessible at the top of each article under the tab ‘view history’. Poor or malicious edits can be reverted with just one click, which returns the article to its previous iteration, and bots designed to pick up specific words will remove them, often within seconds (Andrews, 2020). In August 2021, the site was hacked, and swastikas appeared on multiple pages, including those for Johnny Depp, Raj Kapoor and Edie Sedgwick. They were removed within five minutes right across the platform (Wille, 2021).

Editors may add articles to their personal watchlists so they are notified when an edit is made and can leap in to correct anything poorly sourced or misleading. The community provides administrative oversight of pages which have been subject to repeated vandalism or “edit wars” among users. For example, since 2012 all pages about India, Pakistan and Afghanistan have been overseen by editors with administration rights who can apply discretionary sanctions [17]. The ‘Talk’ tab for each article leads to a chat forum where editors discuss the content and collectively negotiate the narrative.

In Wikipedia’s early years the collaborative approach was highly criticised. U.S. TV host Stephen Colbert coined the term ‘wikiality’ which referred to ‘truth’ based on the will of the majority, not on facts (Colbert, 2016). Nicholas Carr described it as “the corrosive process of compromise” (cited in Mayfield, 2006). The New York Times characterised it as “the nitpicking of the masses versus the authority of the experts” (Johnson, 2006). Wikipedia was constantly compared, unfavourably, to Encyclopaedia Britannica. Judy Heim (2001) wrote in the MIT Technology Review, Wikipedia “will probably never dethrone Britannica, whose 232-year reputation is based upon hiring world-renowned experts and exhaustively reviewing their articles with a staff of more than a hundred editors.” Former Britannica editor Bob McHenry was equally dismissive, saying in 2005, that Wikipedia was merely a game. “It was always a doomed idea. It was bad from the start. But it’s got the public playing the encyclopedia game” (Orlowski, 2005).

In 2005, Nature put Encyclopedia Britannica and Wikipedia to a test in a famous study of science stories that concluded that the two were roughly equal in terms of accuracy (Giles, 2005). Numerous studies since have demonstrated that content is comparable to traditional encyclopedias (James, 2016; Greenstein and Zhu, 2018; Jemielniak, 2020).

Wikipedia is the most publicly visible node of an extensive open knowledge network which also includes a range of other open collaborative projects under the Wikimedia umbrella, such as Wikimedia Commons (a digital library that allows free use of photos, videos and multimedia content), Wikibooks (free textbooks), Wikiversity (education materials for students from preschool to university) and Wiki Education (resources for using Wikipedia in the classroom). Perhaps the most significant project is Wikidata, a Web-scale platform for structured, curated data, that can be read both by humans and machines. Wikidata acts as a multilingual, collaborative, open knowledge base of more than 90 million entities connected by more than a billion relationships (Turki, et al., 2022). It was developed under the umbrella of the Wikimedia Foundation, and sits alongside the Wikipedia platform, independent but intended to both support and complement Wikipedia’s mission. In Wikidata, each ‘thing’ (e.g., a person, place, disease or drug), is assigned a Q-number as a unique identifier, along with a series of labels, statements and facts. It also makes possible sorting through the vast trove of Wikipedia content pages to collate and sort specific information, for example a search query run through Wikidata could identify the human genes that were updated this year. Where Facebook is secretive about its algorithms and data collection, all of Wikipedia’s metadata is publicly available.
Wikipedia’s specialist medical care

Huisman, et al. (2021) identified six qualities and characteristics that make Wikipedia an attractive source for health and medical information: convenience, coverage, topicality, comprehensibility, conciseness, and familiarity. Research undertaken before the emergence of COVID-19 demonstrated that the English Wikipedia to be the most frequently accessed online resource for health and medical information (Heilman and West, 2015) with readership estimated to be in the hundreds of millions (Okoli, et al., 2014). Wikipedia’s medical content comprises more than 155,000 articles, which are supported by more than 950,000 references, most of which are recently published in highly respected scientific journals, such as the New England Journal of Medicine, Cochrane Database of Systematic Reviews, Lancet, and Nature (Mendes, et al., 2021).

In 2017, research found that medical pages were mostly written by a core group of medical professionals. It noted that the collaboration between health and science experts with non-experts, who were experienced in the ways of Wikipedia, enhanced both article quality and reach. It also showed that Wikipedia’s medical pages were a source of healthcare information for 50–70 percent of physicians and more than 90 per cent of medical students (Shafee, et al., 2017; see also Mendes, et al., 2021). A pre-COVID study of the spread of anti-vaccine rhetoric showed that Wikipedia played a central role in countering the misinformation by providing accurate information about vaccine safety (Getman, et al., 2018).

Medical articles are among the most rigorously referenced and scrutinized on the site. WikiProject Medicine, started in 2004, is a global collective of doctors and scientists who both write articles, edit and provide oversight of Wikipedia’s medical pages [18]. While pages without sanctions can be edited by anyone, most changes to health-related articles are assessed by this cohort within 24 hours (Mendes, et al., 2021). If the content and references don’t meet their scientific standards, the edits will be reverted. Where the New York Times or Wall Street Journal would be considered credible sources by the mainstream editing community, the medical editors insist on textbooks, peer-reviewed papers published in medical journals, or reports from prominent medical institutes. Preprints are not permitted: the information must have been peer reviewed and published (Ward, 2021). As of April 2019, the 34,324 English articles maintained by WikiProject Medicine were four times more visited than other Wikipedia articles, averaging 5,875,470 daily visits for all articles (Maggio, et al., 2020).

Other projects specifically related to health include: WikiJournal of Medicine, which publishes peer reviewed medical papers; Wiki Project Med Foundation, which seeks collaboration with health partners, such as World Health Organisation, Cancer Research UK and U.S. National Institutes of Health; and SWASTHA (Special Wikipedia Awareness Scheme for Healthcare Affiliates), which focuses on health information across 10 Indian language Wikipedias [19].

Wikidata also provides data for medical researchers. During the Zika pandemic of 2015–2016, Wikidata developed, documented and refined sets of queries about the epidemic, the underlying pathogen, the disease and diagnostic or therapeutic options. It piloted methods to integrate distributed knowledge from multiple databases to build a consistent semantic representation of a topic for which relevant concepts were often not yet readily available (Turki, et al., 2022).

Bots also play an integral role on the Wikipedia platform. They are software designed to ‘make automated edits without the necessity of human decision-making’ [20]. They are built by editors and, once approved by the rest of the community, are provided with their own user page and user group, with differing levels of access and administrative rights. Bots have been created to identify and undo vandalism, enforce bans, check spelling, create inter-language links, import content automatically, mine data, identify copyright violations and greet new editors (Tsvetkova, et al., 2017). Administrative bots perform policing tasks, such as blocking spam; combat bots seek out vandalism; spellchecking bots check language and make corrections; ban enforcement bots can block an editor from Wikipedia and, thus, take away his or her editing rights (Niederer and Dijck, 2010).
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These were the content policies, publishing framework and editorial culture of Wikipedia, when WHO declared it a Public Health Emergency in January 2020 (World Health Organisation [WHO], 2020). The COVID-19 pandemic has broken Wikipedia’s own records for readership, editing and number of pages (Heilman cited in Ward, 2021; WikiMedia Foundation [WMF], 2021).

Wikipedia covers COVID-19

In the first full year of the COVID-19 pandemic, 97,000 Wikipedia editors collaborated on 6,950 articles in 188 languages, performing 983,000 edits, which were read more than 653 million times (WikiMedia Foundation [WMF], 2021; Heilman cited in Ward, 2021). Page topics ranged from medical information to mapping contagion spread, vaccination rates and deaths, at both the hyperlocal level, identifying suburbs and towns, as well as documenting the unfolding crisis across cities, nations, regions and globally. Other articles covered the impacts of the pandemic on travel, human rights, the world economy, pop culture, sport, science, music, oil prices and fashion (Ward, 2021). On 18 March 2020, a week after WHO declared the COVID-19 outbreak to be a global pandemic the Wikipedia community moved all pages about COVID-19 to ‘general sanctions’ level of protection [21], which was updated to ‘discretionary sanctions’ on 17 June 2021 [22].

The main article about the virus itself, ‘COVID-19’, continues to be watched over by 1035 editors across the globe, providing round-the-clock oversight. By September 2021, they had reverted 330 edits [23]. Similarly, the article ‘COVID-19 pandemic’ is watched by 1919 editors, who had reverted 697 edits [24]. Canadian emergency physician Dr. James Heilman, a member of Wiki Project Med Foundation, said: “As soon as anyone makes a change to that article, it will be rapidly reviewed by people who will dig into the sources for the changes. They’ll critique you, they’ll revert you, they’ll adjust the wording if they don’t think it reflects the source, or if it’s not supported by the source in question” (Heilman cited in Ward, 2021).

The Talk pages that sit behind each article function as a chat forum for editors, providing public transparency into robust discussions about latest figures and new research. “Our goal is not to necessarily include the most breaking information on every topic; we take a slower approach. We give the scientific process a little more time to work before we present those conclusions as solidly grounded.” (Heilman cited in Ward, 2021). Indian-Swedish neuroscientist Netha Hussain, another key medical contributor to COVID-19 pages, described it as “slow” information. “Unlike the news media we don’t have to push it out there. We wait longer,” she told a panel at the recent conference, Wikimania 2021 [25]. And yet alongside the considered, medical information, Wikipedia also performs well as a news platform, constantly updating its figures for contagion, vaccinations and deaths, at the global, local and hyperlocal level.

Wikipedia also acts as a counter to misinformation that is circulating online. It deals with conspiracy theories and dodgy cures by publishing and debunking them via references to credible sources. The page “COVID-19 misinformation” is extensive, including lists of origin theories (leaked from a Wuhan lab, stolen from a Canadian lab, embedded in a meteor, sold to China by an American scientist, was carried in the polio vaccine); prevention techniques (cocaïne, vibrations from clapping, vegetarian immunity); and treatments (cowdung, pouring mustard oil into the nose, touching the TV screen to receive healing from a U.S. preacher). Embedded on the page is a video of President Donald Trump recommending ultraviolet light and drinking bleach, along with the caption “There is no evidence that either could be a viable method” and a link to a New York Times story where scientists refute the claims [26].
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**Why Wikipedia is succeeding against the infodemic**

Wikipedia, with its transparency, collaborative practices and editorial framework, denotes a change in perceptions of authority. As Clay Shirky attested in 2009, before *Brittanica*, most encyclopedias derived their authority from their authors. *Brittanica* shifted that authority to their brand, establishing themselves as a credible institution of knowledge. Readers could trust that *Brittanica* would seek out experts in each field. Wikipedia represents a further shift, asking readers to trust their processes. “As long as you can see how Wikipedia’s working, and can see that the results are acceptable, you can come over time to trust that” [27]. Wikipedia’s processes are proving singularly successful in the very specific circumstances of this global pandemic, and its accompanying misinformation which is spreading via digital platforms. This can be attributed to three dominant factors: the volunteer labour performed by editors, the emphasis on rigorous referencing and credible sources and the technological capabilities of the platform.

**Editors**

Wikipedia is fuelled by the altruistic commitment of a body of amateurs and medical experts, working collaboratively and asynchronously, under an operating model of self-governance. The precise number and locations of editors is difficult to quantify, as editing can be done by registered and unregistered users [28] and can vary from removing a comma to creating a new 2,000-word article. Nevertheless, for the past two years, English Wikipedia has averaged input from 415,000 editors per month, who made one or more edits [29]. For comparison, the next largest cohorts are Spanish Wikipedia, which averaged 89,000 editors per month, and both French [31] and German [32] Wikipedias, which averaged 57,000 editors per month.

Editors are not journalists, but the community has evolved an editorial framework that resembles professional newsroom practices. Some take an authorial role, adding original content, others act as subeditors, correcting grammar and improving syntax. Experienced editors oversee newcomers, advising and correcting their work, and are ultimately the arbiters of what information is included and what is deleted. When disagreements occur, or edit wars, there are avenues for the higher authority of “admins” to step in and make determinations. The Talk pages function like a virtual newsroom, enabling discussions which can range from editorial matters such as what should be in the lead or headings; to matters of content and questioning the credibility of sources. According to Wikipedia protocols, the writing style of each article should be “straightforward” and written in “just-the-facts style” so as to be understood by a general reader without advanced education [33]. This is achieved through such recognisable news writing conventions as the inverted-pyramid structure, with its highly efficient opening paragraph that provides the Who, What, Where and When of the topic, and information boxes, prominently displayed, which provide essentialised information at a glance (Avieson, 2018).

The collaboration of medical and scientific expert with non-expert ensures content is both scientifically rigorous while also accessible to the layman. Their constant oversight also provides the “human in the loop”, that is a stark contrast to the algorithms that drive Facebook and YouTube [34]. The asynchronous and global nature of the site allows round-the-clock vigilance over such sensitive topics as COVID-19. Andrew Pattison, WHO Digital Media Content Manager, described collaborating with Wikipedia during the COVID-19 pandemic as “like having an army to work with” (cited in McNeil, 2020).

**Sources**

The two core content policies of No Original Research and Verifiability disallow other journalistic practices of observation, interviews and informed opinion. Content creation is solely discursive, that is articles are constructed from what has already been published. For most Wikipedia pages, credible news media is considered acceptable, while in the case of medical stories the bar is set higher, at scientifically rigorous, peer-reviewed publications. This emphasis on attribution to credible sources, that is identifying the provenance of all information, serves to establish both responsibilities for editors, as well as rights for readers [35] and is the first step in blocking misinformation. Scientific knowledge is constantly contested and updated, and the drive for the latest medical research during the pandemic has been especially urgent.
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— such as updates about how the virus spreads, new variants that may be emerging, possible cures and the efficacy and safety of vaccines. The emphasis on peer-reviewed sources slows down the process to better reflect the rigour of scientific practice.

The policy of Verifiability also serves to equalize the amateur and the specialist. During a dispute, editors do not defer to an external authority, such as medical professionals, but to Wikipedia’s own protocols, which are underpinned by those three core policies of Verifiability and No Original Research, as well as Neutrality, with its implication of balance and fairness. The ethos is not to determine the truth, but to establish a community consensus within that editorial and philosophical framework. According to James Heilman, the sources are “key”. “Your background in that way is much less important, because the sources really reign supreme. We reference our articles more densely than one would see in a traditional journal or textbook. And the reason is because we have no way to verify that our editors are experts, and thus the material really needs to stand upon the sources entirely” (Heilman, cited in Ward, 2021).

Technological affordances

The open-source platform has the technological capabilities to collate and distribute both the latest health updates, as well as scientifically proven health information, in ways not possible before Web 2.0 technologies. The site has an advantage over other online platforms in its ability to remove misinformation: poor or malicious edits can be reverted simply and efficiently. Heilman noted the structural advantages Wikipedia provides which the other major digital platforms don’t have: “It takes more time and effort to disrupt Wikipedia than it does to restore Wikipedia to a reliable level. It’s the exact opposite on Twitter and Facebook, where it takes a second to spread false news, while getting those lies removed will take a lot of time and effort.”

Automated bots are also part of the Wikipedia misinformation armoury. They are designed specifically to detect and revert malicious edits, using key words and redflag material. Niederer and Djick (2010) describe Wikipedia’s sophisticated network of bots as a complementary part of a sociotechnical system, arguing that it is the intricate collaboration between large numbers of human users and these sophisticated automated systems that defines Wikipedia’s ultimate success.

As an open, collaborative wiki, Wikipedia articles never close, rather they are constantly being added to, updated and revised through a contemporary lens or when new information on a topic is published. Each page is a process, not a product, and as a result, it is never finished [36] and what traditionally would be termed ‘publication’ never materializes [37]. This is a function of the open, intellectual commons that underpins Wikipedia’s collaborative philosophy as well as its Web 2.0 affordances. According to the processual approach, commons are always in a state of becoming, not a state of being (Broumas, 2017). This allows both the slow, careful, scientific approach of medical editors Heilman and Hussain, to processing new research and data, while also accommodating the latest news that is part of a fast-moving pandemic, as can be seen in other COVID-19-related pages. It also allows the site to sidestep the practise of repurposing zombie material. While in theory a screenshot or a link to a particular iteration, containing misinformation that stayed up long enough to be recorded, could be circulated via other digital platforms, it would be clumsy and ineffective. Visitors to the site see the current iteration, and all previous iterations are readily available. The iterative process means Wikipedia pages are virtually impervious to the objectives of circulating zombie content.

Conclusion

In this global pandemic, health communicators face specific challenges to reach their audiences with vital health information. Most public health experts have quality content but face high costs to reach wide audiences. This makes Wikipedia particularly attractive, as their readers come to the site actively seeking
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information. For example, the topic of ‘vaccine hesitancy’ appeared in Wikipedia’s top 10 most popular search topics for 2020 with an extraordinary 65,212,508 requests (Rasberry and Mietichen, 2021). Wikipedia is efficient at providing factual information, written in accessible layman’s language, right at the point where people are actively seeking it. Without needing to meet commercial imperatives, this is the platform’s only agenda and the reason readers come to the 300+ different language sites. It is also free to anyone with Internet access, which by December 2020, was 65.6 percent of the world [38].

Perhaps most significantly for the flow of misinformation, is that unlike the interconnectivity of other online media platforms, Wikipedia is largely a one-way street. While Facebook, YouTube and Google refer their readers to the site for fact-checking, Wikipedia does not return the favour. Without a commercial agenda, its readers are not directed to other content by an algorithm, nor are they subjected to advertisements or clickbait, hijacking their attention.

In an essay written prior to the COVID-19 pandemic to mark Wikipedia’s twentieth year anniversary, the site was lauded as the “grown up” of the Web and the best medicine against the scourge of false information [39]. That somewhat grandiose claim has proved to be prescient. Wikipedia’s practices in this pandemic demonstrate the enduring possibilities of participatory culture.

The site is winning the battle against COVID-19 misinformation through the combination of an enthusiastic, volunteer army (those nit-picking masses), working within the disciplined schema of rigorous referencing to credible sources, on a platform designed for transparency and efficient editing. This editorial framework, combined with sanctions, expert oversight and more stringent referencing rules, is showing Wikipedia to be a significant platform for health information during the COVID-19 pandemic. FM
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Notes

1. Wardle and Derakhshan, 2017, p. 5. In this paper, the term misinformation will be used to represent both types of false information, as the intent of the authors and distributors is neither clear nor relevant to the analysis, so for ease of communication it will be simpler to use misinformation as an umbrella term.


5. Benkler, 2020, p. 47.


16. Ibid.


28. Unregistered users are visible by their IP addresses, which can be geolocated, while registered users have a user page where they choose how much personal information they reveal, including their geolocations.

29. https://stats.wikimedia.org/#/en.wikipedia.org/contributing/editors/normal%7Cline%7C2-year%7Ceditor_type~anonymous*user%7Cmonthly.
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34. Keegan, 2020, p. 64.


39. Benjakob and Harrison, 2020, p. 34.
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